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The	Middlebox	Problem	
(Middleboxes	in	an	example	campus	network)	

•  Middleboxes	provide	valuable	services	(e.g.,	protect	against	aXacks,	apply	university	
traffic	policies,	support	access	to	cached	content,	etc.)	throughout	the	network.	

•  Example	middleboxes	include	
–  Firewalls	
–  IDS/IDP	
–  NAT	boxes	
–  Load	balancers	
–  VPN	gateways	
–  Caching	servers/Proxies	
–  Wireless	gateways	

•  Middleboxes	pose	a	boXleneck	to	network	performance	
–  Add	delay	
–  Limit	throughput	(parQcularly	DPI-based	services)	
–  And	upgrading	speeds/feeds	o`en	does	not	yield	the	expected	benefits	
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University	data-driven	research	(i.e.,	big	data)	is	being	hampered	by	middleboxes	that	permeate		
the	network,	creaQng	choke	points	that	increase	latency	and	someQmes	break	flows	altogether.	
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All-Campus	
Science	DMZ	

Flows	
(not	machines)		
join	the	DMZ.	
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Internet	Performance	Results	

See	ICCCN	2017	VIP	Lanes	Paper	

Mbps	 Gbps	



SDN	Controller	So`ware	
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See	ICCCN	2017	VIP	Lanes	Paper	for	details	
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Securing	an	All-Campus	Science	DMZ	

•  Scaling	the	Science	DMZ	to	the	enQre	campus	
– The	number	of	machines	is	much	larger	
– The	number	of	potenQal	users	is	much	larger	
– The	number	of	policies	is	much	larger	

•  policies	are	per	flow,	not	per	machine	

•  Scaling	the	decision-making	processes	
– Defining	policies	
– Authorizing	Users	
– Defining	Trust	relaQonships	



NetSecOps		
(Network	Security	OperaQons)	

Basic	Goal:		
Assist	IT	security	teams	
by	automaQng	network	
security	operaQonal	
steps	that	are	tedious	
and	error-prone.	
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AuthorizaQon/Policy	QuesQons	

•  Who	can	authorize	a	VIP	Lane(s)?	
– A	single	authority?		MulQple	authoriQes?		
– What	is	the	authorizaQon	process?	

•  When	does	authorizaQon	occur?	When	does	
instanQaQon	occur?	
–  Instantaneously?		Pre-authorized?,		

•  What	is	the	lifeQme	of	a	VIP	Lane(s)?	
– Months,	days,	hours,	minutes?	

•  Etc	…	



NetSecOps	Policy	

•  Default	policy	is	to	route	normally	
•  NetSecOps	defines	who	can	declare	a	Policy	ExcepQon	and	

on	which	flows	(i.e.,	Policy	ExcepQon	=	VIP	Lane)	and	
verifies	excepQons	match	wriXen	policy	requirements.	

•  Flows	space	is	arranged	into	a	hierarchy	
–  Root	=	all	flows	
–  Subnodes	=	strict	subset	of	parent’s	flows	
–  Flows	defined	by	tuple	(e.g.,	src	IP,	dst	IP,	dst	port)	

•  Trusted	Users	assigned	to	manage	porQons	of	the	hierarchy	
–  Can	instanQate	a	flow	(i.e.,	create	a	policy	excepQon)	
–  Can	delegate	control	to	other	Trusted	User	
–  DelegaQon	defines	a	hierarchy	of	responsibility	

See	ICCCN	2017	VIP	Lanes	Paper	
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Example	Policy	ExcepQon	Tree	

Policy	tree	is	created	by	users	in	a	distributed	way		
(through	a	web	server	that	maintains	the	policy	tree).	
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This	work	is	supported,	in	part,	by	the	Na:onal	Science	Founda:on	under		
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